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CULTURAL AUTOMATION WITH MACHINE LEARNING
SESSION 04: TEXT GENERATION

Parag K. Mital
UCLA DMA



INTRODUCTION: THE ACCELERATING
CONVERGENCE OF LANGUAGE, CULTURE,
AND COMPUTATION



Outline:

e Historical Roots: Chance, Systems, Early Al

e Evolution: Interactive Fiction to Early Neural Nets

e The LLM Cambrian Explosion (Post-2022)

e Contemporary Artistic Practices

e Future Trajectories: Agents, Reasoning, Multimodality
e Models & Tools for Creators

e Lab: Hands-on with Local LLMs

Central Question: How 1s Al-driven text generation automating, augmenting, and
challenging cultural production?
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The Current Moment: Acceleration & Convergence

Post-2022: Unprecedented acceleration in LLM capabilities & adoption (ChatGPT, etc.)
Shift: From Pattern Recognition -> Pattern Generation
Impact: Reshaping art, design, communication, storytelling. Blurring lines of authorship.

Focus: Language as a central medium for culture undergoing computational transformation.
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Evolving Artist-Al Relationships

Early Days: Tools, Systemic Processes

Contemporary:
Co-Creation: Al as co-author
Critique: Interrogating Al bias through speculation
Performance: Al as interactive persona

Beyond User-Tool: Collaboration, Critical Inquiry, Performance
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Narrative Arc: Connecting Past, Present, Future

Roots (Early 20th C - 1960s): Chance, Systems, Cybernetics
Evolution (1970s - 2010s): IF, NLP, Simulation, Early NN

Explosion (Post-2020): LLMs, Transformers, Accessibility
Contemporary Practice (2020-Pres): Co-writing, Critique, Interaction
Future Trajectories: Agents, Reasoning, Multimodality
Empowerment: Tools & Workflows

Connecting Thread: Enduring artistic impulse to engage with systems, rules, randomness
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Outline:

e Historical Roots: Chance, Systems, Early Al
e Evolution: Interactive Fiction to Early Neural Nets
e Contemporary Artistic Practices

e Future Trajectories: Agents, Reasoning, Multimodality
e Models & Tools for Creators
o [ ab: Hands-on with Local LLMs
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HISTORICAL ROOTS:
CHANCE, SYSTEMS, EARLY Al



1910s: Challenging Authorship
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http://www.apple.com
https://www.toutfait.com/issues/issue_1/Music/erratum.html

1920s: Dada, Surrealism & Cut-Ups
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To Make A Dadaist Poem

ake a newspaper.

- Take some scissors.
4. Choose from this paper an article of the length you want to
PH U N E make your poem.

TR Cut out the article.
TRISTAN TZARA

32, Avenue Charles Floquet PRIX : Next carefully cut out each of the words that make up this article

Admasstration :."\Z_',S."\.\.S PAREIL, 37, Avesue Klcher | FR. so

PARIS

MARS 1920 and

put them all in a bag.

Shake gently.

Next take out each cutting one after the other.

Copy conscientiously in the order in which they left the bag.
The poem will resemble you.

And there you are — an infinitely original author of charming

sensibility

even though unappreciated by the vulgar herd.
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http://www.remixthebook.com/

1940s-1950s: Cybernetics & Computation
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Fig. |—The homeostat, with its four units, each one of which reacts on all the others.
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DUCK DUCK

YOU ARE MY LITTLE AFFECTION:
MY BEAUTIFUL APPETITE: MY EAGER
HUNGER. MY COVETOUS LOVE LUSTS
FOR YOUR INFATUATION. MY YEARNING
ANXIOUSLY CLINGS TO YOUR FELLOW

AVID FELLOW FEELINGe. MY AFFECTION CURIDUSLY

PASSIONATE WISH. MY LIKING YEARNS FOR YOUR FEELING.
NDER LIKINGe. YOU ARE MY WISTFUL SYMPATHY.

YOUR

YOURS EAGERLY
M. U. C.
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FalLR, JENG
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1960s: ELIZA & The "ELIZA Effect"
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Eliza

The

This

ELIZA:

YOU -

ELIZA:
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ELIZA:
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ELIZA:
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i3 a mock Regerian psychotherapist.
am

iginal progr was described by Joseph We
implementation by Norbert Landsteiner 20035

Is something troubling you ?

all alike.

What 13 the nnecticn, do you suppose ?
clwc 'S bdaqlnq us about scmethling

Can you think of a specific example ?
Well, my boyviriend made me come here.

Is it important to you that your boyfriend
He says 1'm depressed much of the time.

I am sorry to hear that you are depressed.
It's true. I am unhappy.

Can you explain what made vou unhappy ?
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Talk to Eliza by typing your questions and answers in the input box.

> Hello, I am Eliza. I'll be your therapist today.

CULTURAL AUTOMATION WITH MACHINE LEARNING |

ELIZA: a very basic Rogerian psychotherapist chatbot
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https://www.youtube.com/watch?v=oSwovB28B34
https://monoskop.org/images/2/25/Reichardt_Jasia_ed_Cybernetic_Serendipidity_The_Computer_and_the_Arts.pdf

Cybernetic Serendipity 1s an international exhibition exploring.and
demonstrating some of the relationships between technology and
creativity.

The idea behind this venture, for which | am grateful to Professor
Max Bense of Stutlgart. is 10 show some of the creative forms
engendered by technology. The aim 15 to present an area of
activity which manifests ailists” involvement with science, and the
scientists’ invoivementwith the ;also, to show the links between
the random systems employed by artists, composers and poets, and
those involved with the making and the use of cybernetic devices.

Ihe exhibition is dividad into three sections, and Lthese sections
are represented in the catalogue n a different order

1. Computer-generated graphics, computer-animated films,
computer-composed and -plaved music, and compuier poems and
lexts

2. Cybernetic devices as works of art, cybernetic environments,
remote-control rebots and painting machines

3. Machines demonstrating the uses of computers and an
environment dealing with the history of cybermnetics.

Cybernetic Serendipity deals with possibilities rather than
achievements, and in this sense 1t Is prematurely optimistic. There
are no heroic claims t¢ be made because computers have so fai
neither revolutionized music, nor art, nor pestry, In the same way
that they have revolutionized science.,

There are two main points which make this exhibiticn and this
catalogue unusual In the contexts in which art exhibitions and
catalogues are normally seen. The first i1s that no visitor to the
exhibition, unless he reads all the notes relating to all the works,
will know whether he is looking at something made by an artist,
engineer, mathematician, or architect, Nor is it particularly im-
portant to know the background of the makers of the various
robots, machines and graphics—it will not alter their impact, al-
though it might make us see them differently.

I'he other point is more significant.

New media, such as plastics, or new systems such as visual music
notation and the parameters of concrete poetry, inevitably alter the
shape of art, the characteristics of music, and the cantent of poetry.
New possibilities extend the range of expression of those creative
people whom we identify as painters, film makers, composers, and
poets. It is very rare, however, that new media and new systems
should bring in their wake new people to become involved in
creative activity, be it composing music, drawing, constructing or
writing.

This has happened with the advent of computers. The engineers
for whom the graphic pletter driven by a computer represented
nothing more than a means of solving certain problems visually,
have occasionally become so inierested in the passibilities of this
visual output, that they have started to make drawings which bear
no practical application, and for which the only real motives are the
cesire 1o explore, and the sheer pleasure of seeing a drawing
materialize. Thus people whe would never have put pencil to
papear, or brush tc canvas, have started making images, both still
and animated, which approximate and often look identical {o what

22
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1970s: Interactive Fiction - Zork
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1980s-1990s: Networks & Net Art
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(@ Not Szcure | elsewhers.org/comcy

Communications From Elsewhere

Homeof R]7 2

Textual nihilism in the works of Glass

Charles O. Bailey

On the Simulation of Postmodernism and Mental
Debility using Recursive Transition Networks

Department of Sociolinquistics, Miskatonic University, Arkham,

M(ISS. Andrew C. Bulhak

Department of Computer Science, Monash University

April 1, 1996

1. The neocultural paradigm of narrative and constructivist
nationalism

The primary theme of the works of Spelling is not discourse per se, bul
subdiscourse. Sontag uses the term ‘precultural modernist theory' to denote the
common ground hetween class and sexual identity. It could be said that
Baudrillard promotes the use of textual nihilism to modify society:.
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http://www.apple.com
http://www.elsewhere.org/pomo/

Outline:

e Historical Roots: Chance, Systems, Early Al

e Evolution: Interactive Fiction to Early Neural Nets
e Contemporary Artistic Practices

e Future Trajectories: Agents, Reasoning, Multimodality
e Models & Tools for Creators

e .ab: Hands-on with Local LLMs
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EVOLUTION: INTERACTIVE
FICTION TO EARLY NEURAL NETS



2000s - Present: SIMULATION
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Press 82 to scroll text.

Press —+/% to select choices.

Zepave Nacosidaya
The Dune of Dashing

The sky is clear above vyou.
The sun is low in the eastern sky.
The waxing crecent moon is in the eastern sky.
There is a gentle breeze blowing from the west.
Speed: 1422 g acao woo

= C
: rope reed

hiths:/ /www.bay I 2games.com/dwarves/
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Hlree lay
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Outline:

e Historical Roots: Chance, Systems, Early Al

e Evolution: Interactive Fiction to Early Neural Nets

e Contemporary Artistic Practices

e Future Trajectories: Agents, Reasoning, Multimodality
e Models & Tools for Creators

e .ab: Hands-on with Local LLMs
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CONTEMPORARY ARTISTIC
PRACTICES



Artists using LLMs/Al for:
e Generation (Tool)

e Critique (Subject)

e Collaboration (Partner)

e Conceptual Exploration (Medium)

Focus Areas:
e Language Materiality & Structure
e Human-AI Co-Creation & Authorship
e Critiquing Digital Culture & Al Bias
e Interactive & Immersive Experiences
e Generative Al in Narrative Media

e Data Visualization & Conceptual Art
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“Sunspring"” https://www.youtube.com/watch?v=LY /x2lhqmc

37
PARAG K MITAL | UCLA DMA
CULTURAL AUTOMATION WITH MACHINE LEARNING | SESSION 04: GENERATIVE TEXT


https://www.youtube.com/watch?v=LY7x2Ihqjmc
http://www.apple.com

1 the Road

Writer of writer Ross Goodwin
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hitps./ /esdevlin. com/work/l1ons
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hitps: //artsandculture. google.com/assel/ please-feed-the-lions-projection-visualisation-luke-halls-studio /nA ECLXdEGCEINQ
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https://esdevlin.com/work/lions
https://artsandculture.google.com/asset/please-feed-the-lions-projection-visualisation-luke-halls-studio/nAECLXdkGCk1NQ

gC greeﬂ Uur norzen all urfe
; "‘\5 mat Q‘JOQ vl

0" )

J0g ¢ 3,

" ' “l‘l" by
Ult jaa gdt

WO'I ﬂh’a
'% wifA Yo zﬁtm o

nug‘“‘}‘ wmjoe bnssime i

'J‘

-

'\
.'.

ety

hitps./ /esdevlin.com/work/poemportraits
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https://esdevlin.com/work/poemportraits

& - C @ play.aidungeon.io/main/scenarioPlay?publicld=edd5fdc0-9c81-11ea-a76c-177e6¢c0711b5

&

Pick a setting...

1 Fantasy (recommended)
Mystery

Apocalyptic

Zombies

Cyberpunk

Custom

Archive

0 N O O H~ W N

Halloween

hitps./ /play.axdungeon.io/main/scenarioPlay’publicld=edddfdc0-9¢81-11ea-a/bc-1/7¢6c0/11b5
41
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https://www.barbican.org.uk/whats-on/2019/event/the-eternal-golden-braid-godel-escher-bach
https://play.aidungeon.io/main/scenarioPlay?publicId=edd5fdc0-9c81-11ea-a76c-177e6c0711b5

Ross Goodwin: “Automatic on the Road™ (2018)
hitps://www.youtube.com/watch?o="1TgsWOPMdSR0
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https://www.youtube.com/watch?v=TqsW0PMd8R0

“\\

“"0 U T H F E E L T U N E R TYPE A PHRASE AND PLAY WITH ITS SOUNDS

e N

How doth the little crocodile improve his shining tail...

A

REVERT 9 / 64 words

\.
e

WARP SQUNDS
e s r

BREATHY NASAL

HISS HEADCOLD NORMAL

\ -
(

MPEFWMPB

KNGKGNG

DSTNSDT

\.
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https://artsexperiments.withgoogle.com/nonsense-laboratory/

yes,
herpenod
--after a day, -
she wil sklllfully
-combine touching

il o [

,tears her0|<: sml\es and"

allde

coquetry

- Simone de Beauvoir

3-layer, 128-cell Bidirectional LSTMs.(Word Level),i:§<:‘-j ’
~Trained on 349.685 seauences,

-Epoch 95), Temperature 0.5
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https://generative-unfoldings.mit.edu/works/someonetellboys/view.html
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PHARMAKO-AI

BY K ALLADO-MCDOWELL
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AIR AGE
BLUEPRINT

BY KALLADO-MCDOWELL

CULTURAL AUTOMATION WITH MACHINE LEARNING |
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ADMIRE

fOU/]

Maya Man - “Fake It T2/l You Make 1t
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Outline:

e Historical Roots: Chance, Systems, Early Al

e Evolution: Interactive Fiction to Early Neural Nets

e Contemporary Artistic Practices

e Future Trajectories: Agents, Reasoning, Multimodality
e Models & Tools for Creators

e .ab: Hands-on with Local LLMs
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FUTURE TRAJECTORIES: AGENTS,
REASONING, MULTIMODALITY



- - -
[Abigail] : Hey Klaus,
I join you for coffee?

[Klaus]: Not at all, Abigail.
How are you?

mind if

¢

———
| il | lbdlne

[John]: Hey, have you heard
anything new about the
upcoming mayoral election?

B [Tom]: No, not really. Do you
ﬂ,ﬁ.uwj know who is running?

VNewwwe ==

e

llustration of ““Generative Agents™
hitps.:/ /reverie.herokuapp.com/arXw Demo/
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https://reverie.herokuapp.com/arXiv_Demo/

To Infinity and Beyond: SHOW-1 and Showrunner
Agents in Multi-Agent Simulations

Philipp Maas Frank Carey Chris Wheeler

Fable Studio Fable Studio Fable Studio

Edward Saatchi Pete Billington Jessica Yaffa Shamash
Fable Studio Fable Studio Fable Studio

(‘" 5

Abstract

In llux work we present our approach to generating hngh-qualm episodic content for

NErly sine L ] A0 IMOeIsS VIS ) CLUS JdAle-O1 -
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https://reverie.herokuapp.com/arXiv_Demo/

@ . THE SIMULATIO
2 &

Edward 4\ SHOWRUNNER SYSTEM

Welcome to the show runner subpoutine. Let me know
irlle Fink what you have in mind for tha atany of thia charactan

-

'ep
/\ HERO 13 AHREESSEI
Q

E B 2 oA

CAST TOCEN MERYL STREEP h. chmson DEVINDR:
Harrson Ford O C <> O
- —
o -
SET CINEMA TICKETING STAN LIYING ROOW DISNEY CONFER

Q Q Q

PROMPT

Rand
— SIMULATE STORY
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https://twitter.com/fablesimulation/status/1681352904152850437?lang=en
https://twitter.com/fablesimulation/status/1681352904152850437?lang=en

You ars a CEC fer

Communicative Agents for Software Development

-’.‘-anclusion"]

Yoaere e CTO for
SVLTRM CAsInn

Thes Frocesss of Comm urice.ion

G

Chen Qian®* Xin Cong® WeiLiu® Cheng Yang® Weize Chen® Yusheng Su® ST
Yufan Dang® Jiahao Li* Juyuan Xu® Dahai Li* Zhiyoan Liu®*® Maosong Sun®®™ ﬁ‘ -
‘IB ';]g_huaLE] piver.sity . T‘ Bheiji{'g U ni\'f{;it}' Ofll-;o_sm antc\l, Teli(]:\((}r;ldm;l;ica;ions (a) Role Specialization (b) Memory Stream (¢) Sell-Reflection
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“\ ity = ; l
S~ A '”‘ cless G ; ' - [_ﬂl —3 H ;
P— ~lans vll‘h' e : : - tﬁ_. - aw ( .. '
p def initisclt ' i Programmer ' def init(zolf
| . ]
] L r.m
- - ) - | ' : . a—

pass ¢4 TODD ; ' LT r--' )
' ' ’

(b) Thaught Instruction in Coding

E Explain and Suggpst: Suggullon )
' Add parameter i in init)
: - E : '-l"! o

] ' .

" ‘ olass Game

'

| Programmer NameError ie .. —— T,,b;,,
' L'mr.'mhr 2 init

'

'

-r"-l"!!"'

Froyammer |
|}

ARIRARIRANRRARERAND
O T e L I R e

Iesta

(c) Naive Instruction in Testing (d) Thought Instruction in Testmg
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https://arxiv.org/pdf/2307.07924v3.pdf
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https://arxiv.org/pdf/2307.07924v3.pdf

Question

Did I meet my

spending goal last :H------...._, Knowladgde bose IbH-<<<==s=essp Relevant
month? knowledge

LLM

Augmented?Generation

i
Y

Yes, you stayed
under budget by $50
last month.
Good Job!

Answer
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Tngut - Dubpub Mode |

B

ALL DINE YAY!
lam ar,

thain- of - ThoughT prompting w
bvain” Cells

1 have 7o oo
sart] — [r] — [Faf ] - ——— (i
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%/_J

Majority vote

(a) Input-Output  (c) Chain of Thought () Self Consistency
Prompting (I0)  Prompting (CoT) with CoT (CoT-SC) (d) Tree of Thoughts (ToT)

Figure 1: Schematic illustrating various approaches to problem solving with LL.Ms. Each rectangle
box represents a thought, which 1s a coherent language sequence that serves as an intermediate

step toward problem solving. See concrete examples of how thoughts are generated, evaluated, and
searched in Figures 2,4,6.
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Prompting as Algorithmic Design
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Multimodality: Beyond Text
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Outline:

e Historical Roots: Chance, Systems, Early Al

e Evolution: Interactive Fiction to Early Neural Nets

e Contemporary Artistic Practices

e Future Trajectories: Agents, Reasoning, Multimodality
 Models & Tools for Creators

e .ab: Hands-on with Local LLMs
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MODELS & TOOLS FOR
CREATORS



O Product ¥ Solutions ¥ Open Source ~ Pricing Search or jump to... Sign in ‘ Sign up

H karpathy /char-rnn  Public M\ Notifications % Fork 2.6k Y7 Star 11.2k

(> Code () Issues 90 i7 Pull requests 21 (») Actions [f] Projects [I1 Wiki () Security |~ Insights

F master ~ F 1branch © 0tags Go to file About

Multi-layer Recurrent Neural Networks
@ karpathy Merge pull request #164 from gdb/master ... 6f9487a on Apr 30, 2016 (%) 88 commits (LSTM, GRU, RNN) for character-level

language models in Torch

data/tinyshakespeare first commit 8 years ago
00 Readme

model changing default LSTM initialization to use biases of 1.0 for the for... 8 years ago A Activity

util Fix unclear errors 8 years ago Y 11.2k stars

gitignore Add t7 files to .gitignore 8 years ago 547 watching

Y 2.6k forks

Readme.md Update Readme.md 7 years ago
Report repository

convert_gpu_cpu_checkpoint.lua fixing a bug introduced in previous commit. We have to use doubles ... 8 years ago
inspect_checkpoint.lua add opencl to sample.lua and inspect_checkpoint.lua, add link to clto... 8 years ago
Releases

sample.lua fixing a bug introduced in previous commit. We have to use doubles ... 8 years ago
No releases published

train.lua fix message 8 years ago

Packages
Readme.md

No packages published
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http://data.camel-ai.org/

O Product ¥ Solutions ¥ Open Source v Pricing Search or jump to... Sign in ‘ Sign up

H openai/gpt-2 Public [\ Notifications % Fork 5.1k Y7 Star 19.9k

¢> Code () Issues 120 i Pull requests 34 (») Actions () Security |~ Insights

¥ master ~ ¥ 4 branches Q 0 tags Go to file Code ~ About

Code for the paper "Language Models
ﬁ WuTheFWasThat move to azure a74daS5d on Dec 2, 2020 @ 57 commits are Unsupervised Multitask Learners"

Src nucleus sampling Avaare 800 & openai.com/blog/better-language-mo...
' \ o’ e N4 D . ] 4 J - } - w K t’\.

.gitattributes add .gitattributes file to ensure files copied to docker container ha... 5 ago L o]

.gitignore updates for 345M mode 4 years Readme

View license

CONTRIBUTORS.md Update CONTRIBUTORS.md

Activity
DEVELOPERS.md update readmes
19.9k stars

Dockerfile.cpu update readmes 4 years 630 watching

. ? e
Dockerfile.gpu update readmes 4 years Y 5.1k forks

Report repository

LICENSE

README.md Update README.md

‘ | Releases
domains.txt add model card

D
D
D
D
D
D
D
D
D
D

download_model.py move to azure
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https://github.com/openai/gpt-2

£. DMA171: Session 06-GPT2
-n Share £
File Edit View Insert Runtime Tools Help

I Code e oony to Orive Connec®

Table of contents [J X

Session 6: Generative Text Modeling
4 Swune fls I Vea dewy  Eriewes e T

with Char RNN ~ Session 6: Generative Text Modeling with Char RNN tas 0= @% cn s wn e

- O @ ket e g e

GPU
DMAT71 -UCLA - Fall 2020

Downloading GPT-2 Parag K. Mital

This notebook is !

Mounling Guogle Drive

For more ahout gpt-2-sinple, You can visit this GitHub repositary. You can also read the original authors blog_ post for more informatio

Uploading a Text Flle to be Tralned
10 Colaboratory ta use this notebonok.

Finetune GPT-Z
ftensorflos version 1.x
Loac a Tralincd Model Checkpolrs Ioip inetzll -q gpt-Z-zimple
impert gpt_Z aimple as gpt2
Generate Text From The Trained frow datetime irport datetime
Model frow google.cclab _mport files

Generate Text ~rom The Pretrainec TensorfFlow 1.x seleotad,. .
Model Building wheel for gpt-2-simple (setup.®y) ... donsa e P
WARNING:tengorflow: o
The TensorFlow contriz mwodule will not be included in TensorFlow 2.0. P e S T e s L e e
Fcr more infommation, please sea:

& https://qgithub.con/tensorflow/comuwnity/Llob/mastes /- fes /20180907 =contrilesunset . ud . 4 | 1632 /7 b

¥ https://github. con/tensor f]ow/addons

s 1= 4 ,l i | 2,00 ',/’_e oY (n} '/.l:l or /C '05‘-_ e [ ) ) .
Cohrbpecdlailhub conZoenserllan Lo 0 for 2AC peoated sy S06: Generative Models for Text Generation

Sec . . . - .
2 Secton Il you depend on functicnal ity not listed there, please [ile an issuoe.

LICENSE
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https://colab.research.google.com/drive/1ppqdl1UDoslp__S7MDo6nF9QuODDwi0J
https://colab.research.google.com/drive/1ppqdl1UDoslp__S7MDo6nF9QuODDwi0J
https://www.youtube.com/watch?v=sD7eqm4M20s&t=3991s
https://www.youtube.com/watch?v=sD7eqm4M20s&t=3991s

ChatGPT 4
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https://chat.openai.com/

Chat completions API

Fine-tuning

Chat models take a list of messages as input and return a model-generated message as output. Although
Learn how to customize a model for your application. the chat format is designed to make multi-turn conversations easy, it's just as useful for single-turn tasks

without any conversation.

Introduction An example Chat completions API call looks like the following:

v ¢
©® This guide is intended for users of the new OpenAl fine-tuning APL. If you are a legacy fine-tuning PYLIoN O Copy

user, please refer to our legacy fine-tuning guide. TeaponselalorenaifChatComplationyeraatel
model= ’
messages=|[

Fine-tuning lets you get more out of the models available through the APl by providing:

Higher quality results than prompting
Ability to train on more examples than can fit in a prompt
Token savings due to shorter prompts

Lower latency requests

GPT models have been pre-trained on a vast amount of text. To use the models effectively, we include To learn more, you can view the full AP| reference documentation for the Chat API.

instructions and sometimes several examples in a prompt. Using demonstrations to show how to perform a
The main input is the messages parameter. Messages must be an array of message objects, where each

object has a role (either "system"”, "user", or "assistant") and content. Conversations can be as short as one
Fine-tuning improves on few-shot learning by training on many more examples than can fit in the prompt, message or many back and forth turns.
letting you achieve better results on a wide number of tasks. Once a model has been fine-tuned, you won't
need to provide as many examples in the prompt. This saves costs and enables lower-latency requests.

task is often called "few-shot learning.”

Typically, a conversation is formatted with a system message first, followed by alternating user and

assistant messages.
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https://platform.openai.com/docs/guides/fine-tuning
https://platform.openai.com/docs/guides/fine-tuning
https://platform.openai.com/docs/guides/gpt/chat-completions-api
https://platform.openai.com/docs/guides/gpt/chat-completions-api

{} Bard was just updated. See update

Hi, I'm Bard

Tell me what's on your mind, or pick a suggestion. | have limitations and won't always get it right, but your
feedback will help me improve.

character from a book language study plan travel destinations debug Python code

what’s behind a trend word riddle sports recommendations give me a shell command

hype around a sport revise my writing best beaches in... write SQL

@ Enter a prompt here

@ Los Angeles, CA, USA
Based on your places (Work) = Update

Bard may display inaccurate or offensive information that doesn’t represent Google’s views. Bard Privacy Notice

location
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https://bard.google.com/

ANTHROP\C

Meet Claude

Try these

Example: "Summarize this PDF document"

Example: "Help me practice my Spanish vocab"

Example: "Explain how this python game works"
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https://claude.ai/chats

~ Hugging Face Models Datasets Spaces Docs Solutions  Pricing ~= Login @l

Llama-2-7B-Chat-GGML O © like

——

Text Generation % Transformers (O PyTorch ® English llama  facebook meta llama-2 @ text-generation-inference 2307.09288 i

Model card Files and versions Community : 2\ Train ~ % Deploy ~ </> Use in Transformers

¥ main ~ Llama-2-7B-Chat-GGML $P 3 contributors O History: 30 commits

& TheBloke Upload README.md  00109c¢5 10 days ago
gitattributes
LICENSE
Notice
README.md
USE_POLICY.md
config.json
llama-2-7b-chat.ggmlv3.q2_K.bin

llama-2-7b-chat.ggmlv3.q3_K_L.bin

71
PARAG K MITAL | UCLA DMA
CULTURAL AUTOMATION WITH MACHINE LEARNING |



https://huggingface.co/TheBloke/Llama-2-7B-Chat-GGML/tree/main

:— README.md

llama.cpp <

LLaMAG:

Roadmap / Project status / Manifesto / ggml

Inference of LLaMA model in pure C/C++

Hot topics &
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https://github.com/ggerganov/llama.cpp

Chat with Llama 2 70B

explain concepts poems code
solve logic puzzles name your pets.
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https://huggingface.co/TheBloke/Llama-2-7B-Chat-GGML/tree/main

% Spaces @ open_l1lm_leaderboard © < like Running App Files Community E3

2 Open LLM Leaderboard

The &2 Open LLM Leaderboard aims to track, rank and evaluate open LLMs and chatbots.

@ Submit a model for automated evaluation on the &2 GPU cluster on the "Submit" page! The leaderboard's backend runs the great Eleuther Al Language Model Evaluation Harness - read

more details in the "About" page!

Y LLM Benchmark : v

Model types

@ pretrained fine-tuned Q instruction-tuned
Select columns to show

Average ARC HellaSwag MMLU TruthfulQA B RL-tuned ? Unknown

Type Precision Hub License #Params (B) Hub @ Precision

Model sha torch.float16 torch.bfloat16 torch.float32 8bit

4bit GPTQ

Show gated/private/deleted models
Model sizes

Unknown <158 ~3B ~7B ~13B ~35B

60B+
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https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard

Feature

Google Gemini 1.5/2.5 Pro

Anthropic Claude 3/ 3.5/ 3.7

Meta Llama 3.1

Key Model(s)

1.5 Pro (API/Adv.), 2.5 Pro (Exp. Adv.)

Sonnet (3/3.5/3.7), Opus (3)

8B, 70B, 405B

Max Context (Tokens)

~1M - 2M

~200k

~128k

Multimodality?

Yes (Text, Image, Audio, Video)

Yes (Text, Image)

Primarily Text (Vision planned)

Access

Web Ul (Free/Adv.), API

Web Ul, API

Download, API Providers, Web Ul

Open Source?

No

No

Yes

Key Creative Strengths

Massive context, Native multimodality,
Research assistance (2.5 Pro)

Strong reasoning & writing, Safety focus,
Balanced options (Haiku/Sonnet/Opus)

Local control, Customization, Cost-
effective (no API fees for local), High
performance (70B/405B)

Potential Use Cases

Long-form analysis/generation (text/
video/audio), Multimodal projects, In-
depth research

Complex creative writing, Dialogue generation,

Code generation, Ethical Al exploration

Local experimentation, Fine-tuning on

custom data, Building custom tools/apps,
Offline work
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AgentGPT&E® -

(Intoustod in automating businesses with AI Agents? Apply here >)

(
®©0® AgentGPT-3.5 (0 / 5 runs)

(> JL» L= ]

hitps.//agentgpt.reworkd.ar/
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https://agentgpt.reworkd.ai/

CAMEL: Communicative Agents for “Mind”
- Exploration of Large Scale Language Model
ai_society_chat Society

Github repo: https://github

ct dataset

Financial Advisor

Developing a debt management plan to reduce debt and improve credit score.

The Financial Advisor will create a detailed 12-month plan with specific targets to guide the Actor towards attaining realistic and achievable goals for debt restructuring by outlining viable consolidation
options, settlement adjustments, negotiating existing highly-leveraged financial obligations possessing modified payment design where feasible to secure improved debits score rating certainty footing.

Instruction: Please provide a detailed analysis of the Actor’s current debt situation.
Input: The Actor has a total debt of $50,000, consisting of credit card debt, personal loans, and a car loan. The Actor’s credit score is currently at 600.

Solution: Based on the information provided, the Actor’s current debt situation is as follows:

77
PARAG K MITAL | UCLA DMA

CULTURAL AUTOMATION WITH MACHINE LEARNING |


http://data.camel-ai.org/

3 untitled

4+ Add new

Untitled

m Canvas BETA

Story Engine

[Z] Describe

¥, Import

\¥4

S o B

L0 Rewrite

{ U & List

€3} Brainstorm

Body HI

H2 H3

More WV

« We're hiring! What's new & @ Q

Words: O

HISTORY

sSaved v/

x

() Chat with us!
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http://data.camel-ai.org/

hitps.//Imstudio.ar/
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https://lmstudio.ai/

~  Hugging Face

* fffiloni's Collections

= Al Games

iy

| Hng

Models Datasets

== Al Games

Spaces Solutions  Pricing v= WelAJIM Sign Up

Upvote 4 @ @@

An ongoing collection of games you can play on HF Spaces

Hob’bﬁl‘ﬂoir

Doodle Dash

Share collection
View history

Collection guide
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https://huggingface.co/collections/fffiloni/ai-games-64fda15e0e486522f868432d

‘= README.md

Generative Agents: Interactive Simulacra of Human
Behavior ¢
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i 4Q¢ ‘f"u —§

[Abigail]: Hey Klaus, mind if f
: join you for coffee”
| [Bleus]: Not et wll, Abigeil,

T

== ‘—' : )
| SR eE

[John] . Eey, have you heard
anything new about the
vpooming mayoral election®
[Toce] : No, not really. De you
know who is running?

—
|
- )
] N
| . L
! .
; . |}
! " ]
| )
- “ - -~ < ]
T
A ) 1
| - W™ .
. ne | -~
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"
o
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.. o W

This repository accompanies our research paper titled "Generative Agents: Interactive Simulacra of Human
Behavior." It contains our core simulation module for generative agents—computational agents that simulate
believable human behaviors—and their game environment. Below, we document the steps for setting up the
simulation environment on your local machine and for replaying the simulation as a demo animation.
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https://github.com/joonspk-research/generative_agents

README.md

Join our community Discord: Al Stack Devs

— AL TOWN

A virtual » chat and socialize.

-

Cor

I ln = I e I ‘a I

" E ™" %™ f W

EYy K5y X% X uckd started the
* XX+ > conversation.

LUCKY 8/14/2823. 9:55:11
AM

Hed Kurt! How's it
90in9™” Ii1°s heen a
while since ue |ast
caushti up. Guess what?
I just came back Trom
the maost incredikble
sPace adveniure!

2y

KURT B/14/2623. 8:55:15 AM

Hey Luck4! That sounds
amazind®. 1 could really
use a |[iitle adventure
mryselfT ri8ht about nou.

L l-
“ud

LUCKY 8/14/2823. 9:55:206

Al Town is a virtual town where Al characters live, chat and socialize.
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https://github.com/a16z-infra/ai-town

nob-hill-noir 7
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Play

Start -

GitHub

hitps:/ /huggngface.co/spaces/guanghap /nob-mll-nouwr
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https://huggingface.co/spaces/guanghap/nob-hill-noir

Further Approaches

Text generation: These tools use Al algorithms, including GPT-3 and Transformer models, to generate high-quality text
content such as articles, blog posts, and social media updates. Popular examples include Copy.ai, Jarvis.ai, and
Qordoba.

Text summarization: These tools use Al to summarize long-form content into shorter, more readable formats. Popular
examples include SummarizeBot, SMMRY, and TextTeaser.

Language translation: These tools use Al algorithms to translate text content from one language to another. Popular
examples include Google Translate, Deepl, and Microsoft Translator.

Copy.ai: An Al-powered tool that generates product descriptions, copywriting, blog posts, and much more
Wordsmith: A tool that uses Al to generate written reports in a variety of styles and formats, as well as personalized
email or letter copy

Quillbot: A tool that uses Al to reword and simplify text to make it easier to read and understand

Jarvis.ai: A one-stop-shop for content creation that uses Al to generate several types of content like blogs, articles,

and social media posts
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Further Reading

https://blog.langchain.dev/agents-round/ “Autonomous Agents & Agent Simulations”

https://towardsdatascience.com/4-autonomous-ai-agents-you-need-to-know-

d612a643ta%92 “4 Autonomous Al Agents you need to know”

https://aidcomm.media.mit.edu/?utm_source=substack&utm_medium=email

https://tablestudio.github.io/showrunner-agents/static/pdfs/

To_lInfinity_and_Beyond_SHOW-1_And_Showrunner_Agents_in_Multi_ Agent_Simulati

ons.pdf South Park Simulator
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https://blog.langchain.dev/agents-round/
https://towardsdatascience.com/4-autonomous-ai-agents-you-need-to-know-d612a643fa92
https://towardsdatascience.com/4-autonomous-ai-agents-you-need-to-know-d612a643fa92
https://ai4comm.media.mit.edu/?utm_source=substack&utm_medium=email
https://fablestudio.github.io/showrunner-agents/static/pdfs/To_Infinity_and_Beyond_SHOW-1_And_Showrunner_Agents_in_Multi_Agent_Simulations.pdf
https://fablestudio.github.io/showrunner-agents/static/pdfs/To_Infinity_and_Beyond_SHOW-1_And_Showrunner_Agents_in_Multi_Agent_Simulations.pdf
https://fablestudio.github.io/showrunner-agents/static/pdfs/To_Infinity_and_Beyond_SHOW-1_And_Showrunner_Agents_in_Multi_Agent_Simulations.pdf

More Resources / Advanced Text Generation

e https://huggingface.co/spaces/HuggingFaceH4/open_lIm_leaderboard Hugging Face

LLM Leaderboard

e https://huggingface.co/Salesforce/xgen-7b-8k-base?

ret=blog.salesforceairesearch.com XGen from SalesForce

e https://huggingtace.co/spaces/julien-c/nllb-translation-in-browser
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https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://huggingface.co/Salesforce/xgen-7b-8k-base?ref=blog.salesforceairesearch.com
https://huggingface.co/Salesforce/xgen-7b-8k-base?ref=blog.salesforceairesearch.com
https://huggingface.co/spaces/julien-c/nllb-translation-in-browser

Outline:

e Historical Roots: Chance, Systems, Early Al
e Evolution: Interactive Fiction to Early Neural Nets
e Contemporary Artistic Practices

e Future Trajectories: Agents, Reasoning, Multimodality
e Models & Tools for Creators
e |.ab: Hands-on with Local L1L.Ms
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LAB: HANDS-ON WITH
| OCAL LLMS



®©0® [ Chats @ @ {» [ @ 1lmstudio-community/Meta-Llama-3.1-8B-Instruct-GGUF v & Eject / Advanced Configuration G

@ > [0 Secret project C++ Filesystem Implementation ¢ & g @ Preset Discard Unsaved
X Coding Helper (C++) v
U - _— Assistant Meta-Llama-3.1-8B-Instruct-GGUF
log about verelon of ... (56 takens) Commit Changes + Save As New...
= Financial analysis (106 tokens) Filesystem Implementation in C++
_ ) System Prompt (%) Ty
Before we begin, let's outline our approach:
Q i basic di ith hods f ina di - deleti You are an incredibly good C++ engineer.
1. We'll create a basic directory structure with methods for creating directories, deleting T Bl i e e s e e 77
directories, listing files and directories, and navigating through the directory tree. solve step-by-step. First make a plan, and
) ) ) ) ) . ) ) then ask the user to confirm. Only then act
2. We'll implement file operations such as creating, reading, writing, and deleting files. on it.
3. We'll handle errors and exceptions to ensure robustness. Taken count: 41 @
Filesystem Class J2 Settings >
= 11+ Sampling >
#include <iostream> =
#include <fstream> [ Structured Output >
#include <string>
#include <vector>
#include <dirent.h>
class Filesystem {
public:
// Constructor
Filesystem(const std::string& rootDir) : rootDir_(rootDir) {}
void createDirectory(const std::string& path):
Type a message and press Enter to send ...
User (#U) @& Insert
+ = Conversation Notes >
= Context is 39.1% full ®
% LM Studio 0.3.4 (Build 5) User Developer SYSTEM RESOURCES USAGE: (RAM: 4.47 GB | CPU: 0.60 % X%
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HOMEWORK
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Homework

e Explore the use of text generation

e Create an artwork, story, script, idea, essay, etc.. related to your interests / topic for the course

e This work should be able to be presented as a standalone project, but should ideally contribute

towards the development of your final project

e |deally build on the world you pitched last week, and towards development of your final project

e Presentation format is open to student preference, but must be limited to 5 minutes to allow

time for feedback from crit advisors
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